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- 10+ years of experience in the MSP 

industry
- Focused on GRC and defensive 

operations
- Enjoys gaming, coffee, and travel
- Hates writing about himself and used 

Chat GPT for this slide
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What We’ll Discuss

What Is AI?
- Deep Learning

- Machine Learning

1 Current limitations 
of AI
- AI Hallucinations

- Garbage In = Garbage Out

2 Malicious AI
- Deep Fakes
- Phishing
- AI Generated Malware

3

Reality Check
- Have we seen this before?4 Building Defensibility

- What can defenders do right 
now?

5 Final Thoughts6
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Caveats

This session does not detail the risks of misusing AI.

Much of the research around AI powered threat actors is 
theoretical.

Things will change.
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What is Artificial Intelligence?
- Defined as “Intelligence – perceiving, synthesizing, 

and inferring information – demonstrated by 
machines”

- Examples can include – search engine algorithms, 
speech processing applications (Siri, Alexa,) generative 
AI (Chat GPT, etc.)

- Research and development on AI technology dates 
to the 1940’s with Alan Turing’s work on ‘artificial 
neurons.’

- In the 1990s – early 2000s computers improved –
allowing faster computational time with greater 
access to data.

- This led to significant advancements in Deep Learning 
models, thus advancing machine learning models. 

Image Credit: Wikipedia
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Deep Learning & Machine Learning
Deep Learning – uses multiple layers to extract 
higher-level features from raw input. Usually 
requires a large amount of data but can ‘learn’ 
based on mistakes and more data. 
Machine Learning – uses algorithms that 
function on the basis that strategies, 
algorithms, and inferences that previously 
worked will continue to work in the future. Can 
work with less data but requires more 
oversight from humans.
Deep Learning & Machine Learning combined 
– Deep learning models can be combined to 
form a ‘Neural Network’ which can then form a 
stronger machine learning model.

Image Credit: IBM
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Limitations of AI

Generative AI can lie.

• Issue is called “AI Hallucination”
• Remember their job is to generate data – it may not be accurate. 

AI models are limited based on the data they’ve been 
trained on. 
• Garbage data in = garbage data out

• Most notable with lacking, incomplete, or flawed datasets
• Can be weaponized – remember Microsoft Tay? 

Image Credit: Mashable

Image Credit: Huffpost

Image Credit: Wikipedia



Malicious AI
How can threat actors use AI?
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Deep Fakes & Scams

McAfee research states 
that 10% of surveyed 

adults have experienced 
an AI voice scam

• 77% of victims reporting lost money.
• 33% of victims report a loss of over $1,000.

Total cost for threat 
actors?

• ChatGPT – Free
• AI voice generation – $5 to $22 a month subscription
• Deep fake video - $6 to $50 a month subscription
• Time investment – approximately 8 to 15 minutes

Image Credit: NPR
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Phishy AI
FBI IC3 reported in 2022 there were 
over 300,000 victims of phishing.

This has led to a significant increase 
in business email compromise.

Chat-GPT is likely to facilitate this, by 
aiding creation of phishing emails.
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Generative AI & 
Malware
Threat actors have already 
begun exploring Chat-GPT’s 
capabilities to aid in malware 
authoring.

This could allow lower skilled 
threat actors to author malware. 

Image Credit: Check Point Research
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The AI Powered Kill 
Chain
Check Point Research demonstrated how AI 
models could be used for a full infection flow
• Spear-phishing to reverse shells

Minimal coding experience necessary

Image Credit: Lockheed Martin
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Image Credits – Check Point Research
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Reality Check

Remember generative AI isn’t perfect 
and does make mistakes. 

Context is still key – to utilize any AI 
tool effectively, one must understand 

its’ outputs.

The previous examples aren’t new…
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Credit: MITRE ATT&CK



How do we address this?
Building a defensible cyber posture
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Start with a Cybersecurity Framework

Cyber security frameworks offer a set of standards that an MSP can 
adhere to.

• Examples: NIST Cyber Security Framework, CIS Critical Controls, ISO 27001, CMMC, PCI DSS, 
etc. 

• Understand when and where different frameworks apply.

Many are industry recognized with mappings between frameworks.

Choosing a framework to follow depends on your objective.
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CIS Critical Security Controls

Created by the Center for Internet Security.

Driven by attack trends facing enterprises

Focuses attention on meaningful defense. Prescriptive, 
prioritized, highly focused set of actions. 

Designed for implementation, usability, scalability, and to 
align to industry / government requirements.

Mappings to NIST Frameworks, FISMA, ISO, etc.

Designed to be a starting point.

Credit: Center for Internet Security
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CIS Control 
Structure
Each 
control 
consists 
of the 
following

Overview – A description of intent of the 
control & it’s use for defense

Why is this control critical? – Describes the 
importance of the control & how it’s often 
exploited

Procedures & Tools – A technical description 
of the processes & tech to enable 
implementation

Safeguard descriptions – specific actions 
enterprises should take to implement
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Credit: Center for Internet Security
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Implementing a Cyber Security Framework

• Take the time to study your framework of choice & ask for help.
• Select your baseline maturity level.
• Perform a gap assessment – this will indicate where you stand and 

what actions need taken.
• Focus on building this as a scalable, repeatable process. 

• Remember not only does your MSP need to be secure, but you’re responsible 
for your clients!

• Design & implement secure standards.
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Address Technical Debt & Bad Habits

Eradicate the low hanging fruit.

CISA Bad Practices
• Reuse of default credentials (e.g., Admin/Admin)
• Failure to patch
• Lack of MFA

MSP Common Mistakes
• Shared Accounts
• Inconsistent & insecure toolset deployments
• Lack of standards
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Implement a Security Aware Culture

• Build an internal security training program.
• Raise awareness of security within your organization.

• Remain positive, supportive, and empathetic.

• Understand your role in the supply chain.
• Conduct tabletop exercises. 
• Invest in your teams and yourself.
• Hold vendors accountable.
• Work towards a ‘secure by design’ approach.
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Continuous Evaluation & Evolution

Build review processes into your regular practices.
• Tech will change.
• Standards will evolve.
• Threat actors constantly adapt.

Human error will continue.
• Reassess security posture regularly.
• Address root causes of incidents.

Keep learning.
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Final Thoughts

AI is democratizing access to tradecraft, however TTPs 
have yet to change.

Organizations can address these threats through existing 
frameworks.

Defenders can leverage these tools (including AI) to 
strengthen their defenses.
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Sources
Artificial Intelligence

• https://en.wikipedia.org/wiki/Artificial_intelligence

Machine Learning
• https://en.wikipedia.org/wiki/Machine_learning

• https://en.wikipedia.org/wiki/Natural_language_processing

IBM - AI vs. Machine Learning vs. Deep Learning vs. Neural Networks: What’s the Difference?
• https://www.ibm.com/cloud/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks

Mashable - A lawyer used ChatGPT for legal filing. The chatbot cited nonexistent cases it just made up
• https://mashable.com/article/chatgpt-lawyer-made-up-cases

AI Hallucinations
• https://en.wikipedia.org/wiki/Hallucination_(artificial_intelligence)

Huffpost - Microsoft Chat Bot Goes On Racist, Genocidal Twitter Rampage
• https://www.huffpost.com/entry/microsoft-tay-racist-tweets_n_56f3e678e4b04c4c37615502

McAfee - Beware the Artificial Impostor A McAfee Cybersecurity Artificial Intelligence Report
• https://www.mcafee.com/content/dam/consumer/en-us/resources/cybersecurity/artificial-intelligence/rp-beware-the-artificial-impostor-report.pdf

NPR - It takes a few dollars and 8 minutes to create a deepfake. And that's only the start
• https://www.npr.org/2023/03/23/1165146797/it-takes-a-few-dollars-and-8-minutes-to-create-a-deepfake-and-thats-only-the-sta

Ethan Mollick – A quick and sobering guide to cloning yourself
• https://www.oneusefulthing.org/p/a-quick-and-sobering-guide-to-cloning

FBI Internet Crime Complaint Center – Internet Crime Report 2022
• https://www.ic3.gov/Media/PDF/AnnualReport/2022_IC3Report.pdf

ArsTechnica – ChatGPT is enabling script kiddies to write functional malware
• https://arstechnica.com/information-technology/2023/01/chatgpt-is-enabling-script-kiddies-to-write-functional-malware

Check Point Research – OpwnAI: AI That Can Save the Day or HACK it Away
• https://research.checkpoint.com/2022/opwnai-ai-that-can-save-the-day-or-hack-it-away/

MITRE ATT&CK
• https://attack.mitre.org/

Center for Internet Security – CIS Controls
• https://www.cisecurity.org/controls




